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1 EXECUTIVE SUMMARY

A major challenge to the successful planning and evolution of an acknowledged System of Systems (SoS) is the current lack of understanding of the impact that the presence or absence of a set of constituent systems has on the overall SoS capability. Since the candidate elements of an SoS are fully functioning, stand-alone Systems in their own right, they have goals and objectives of their own to satisfy, some of which may compete with those of the overarching SoS. These system-level concerns drive decisions to participate (or not) in the SoS. Individual systems typically must be requested to join the SoS construct, and persuaded to interface and cooperate with other Systems to create the “new” capability of the proposed SoS. Current SoS evolution strategies lack a means for modeling the impact of decisions concerning participation or non-participation of any given set of systems on the overall capability of the SoS construct. Without this capability, it is difficult to optimize the SoS design.

The goal of this research is to model the evolution of the architecture of an acknowledged SoS that accounts for the ability and willingness of constituent systems to support the SoS capability development. Since DoD Systems of Systems (SoS) development efforts do not typically follow the normal program acquisition process described in DoDI 5000.02, the Wave Model proposed by Dahmann and Rebovich is used as the basis for this research on SoS capability evolution. The Wave Process Model provides a framework for an agent-based modeling methodology, which is used to abstract the non-utopian behavioral aspects of the constituent systems and their interactions with the SoS. In particular, the research focuses on the impact of individual system behavior on the SoS capability and architecture evolution processes. A proof of concept agent-based model (ABM) of the system interactions is developed and integrated with a genetic algorithm (GA) to explore the potential architectural design space, using a fuzzy associative memory (FAM) to evaluate candidate architectures for simulating SoS creation and evolution. The model evaluates the capability of the evolving SoS architecture with respect to four attributes: performance, affordability, flexibility and robustness.

The method is applied to an Intelligence Surveillance Reconnaissance (ISR) “acknowledged” SoS as an example domain. The agent-based model represents a System Program Office (SPO) personnel’s interactions with the acknowledged SoS manager, and with the other Systems’ representatives. An agent models each SPO’s decision process and interactions.

Since the SoS is comprised of a subset of the available Systems, the participation of each System is modeled as a binary choice in a “chromosome” genetic algorithm representing the possible subsets of participating systems and their interactions with other Systems within the SoS. The genetic algorithm approach allows a more thorough exploration of the architectural “space” composed of all the possible subsets of Systems and interactions than typical, biased, preconceived human selected subsets.

Finally, the choice of achievable configurations from the various candidate architectures represented by the genetic algorithm generated chromosomes is made by a rule-based fuzzy associative memory. A proposed method is presented for developing 1) desired attribute membership functions, and 2) rules for combining sub-element values to achieve an overall architecture evaluation that can be ranked for selection.
The model elements are integrated into a toolset that can include the environment in which the agents operate, to select better architectures for successive waves of development. These “waves” of development may coincide with annual funding increments and/or major reviews.

Initial integration of the GA and FAM was demonstrated in the ABM framework. Additional effort is planned to improve and modularize the agent models and the interactions among the agents, improve the interfaces among the GA, FAM and ABM components, improve the GA evolution algorithms, add stakeholder participation to creation of the fuzzy evaluations, and to create a better user interface for an executable tool set for future modeling in multiple domains.
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2 Introduction

The goal of this research is to model System of Systems (SoS) acquisition and architecture evolution based on the Wave Process Model. Agent-based modeling methodology is used to abstract behavioral aspects of the acquisition process. In particular, the research aims to focus on the impact of individual system behavior on SoS architecting and acquisition processes. Details of the model are provided in the following sections.

2.1 Problem/Motivation

2.1.1 Project Description

Develop, validate, and pilot agent-based modeling Methods, Tools and Processes (MTPs) that support predictions about the properties of an acknowledged SoS, applied early in the life cycle when there is high uncertainty and ambiguity about SoS requirements, architecture, DoD Acquisition guidance and implementation technologies based on the Wave Process Model. Tooling should not require extensive knowledge of agent-based modeling and underlying algorithms. The agent based model implements a framework that can include environment, negotiation models, genetic algorithms and fuzzy associative memory for evaluation of candidate architecture evolutions.

2.1.2 Value Proposition

Early insight into likely properties of acknowledged SoS meta architecture will inform technological decisions about requirements, architecture, and implementation technologies and aid resulting acquisition decisions.

2.2 Research Objectives

2.2.1 Objectives

The goal of this research is to develop a proof of concept agent based model tool suite for SoS systems simulation for architecture selection and evolution. An Intelligence, Surveillance and Reconnaissance (ISR) SoS, consisting of numerous individual systems is used as a domain example to demonstrate the framework of the agent based model tool suite.

2.2.2 Methodology

Policies on architecting in the DoD continue to evolve, although perhaps at a slower pace than in the past. As a result, the modeling of architecture development and evolution is not settled science. This is particularly true in SoS settings (ASD(NII), 2009). Existing analysis methodologies and tools narrow the scope of the SoS problem space by invoking the assumption that there is a limited set of solutions, solely or primarily driven by technical performance considerations. However, the SoS problem boundary includes integration of technical systems as well as cognitive and social processes, which alter system
behavior (Dauby & Upholzer, 2011). As mentioned before, most system architects assume that SoS participants exhibit nominal behavior (utopian behavior), but deviation from nominal motivation leads to complications and disturbances in systems behavior. It is necessary to capture the behavioral dimension of SoS architecture to be able to represent the full problem space to guide SoS architecting and analysis phase (Dauby & Upholzer, 2011). Evaluation of architectures also lends itself to a fuzzy approach because the criteria are frequently non-quantitative, or subjective, or based on unknowable future conditions, such as “robustness.” Finally, since one of the current problems with SoS composition is lack of imagination, the genetic algorithm approach can help to explore the architecture space more fully.

Agent based models (ABMs) consist of a set abstracted entities referred to as agents, and a framework for simulating agent decisions and interactions. Agents may have their own goals and are capable of perceiving changes in the environment (Acheson, 2010). System behavior (global behavior) emerges from the decisions and interactions of the agents. The approach provides insight into complex, interdependent processes. Agent-based modeling methodology has several benefits over other modeling techniques; it captures emergent patterns of system behavior, provides a natural description of a system composed of behavioral entities and is flexible for tuning the complexity of the entities (Bonabeau, 2002). The methodology is used in a wide range of application domains including financial markets [Ergin et al], homeland security applications (Weiss, 2008) and autonomous robots (Dudenhoeffer & Jones, 2000).

The goal of this research is to model the SoS architecture evolution based on the Wave Process Model. Agent-based modeling methodology is used to abstract behavioral aspects of the acquisition process. In this project, it is assumed that the Systems are the agents. The System Agents embody themselves and the people (individual stakeholders) responsible for them. The wave model applies to an acknowledged SoS, thus there is a specific agent responsible for the SoS, and that agent influences the other System Agents. An initial SoS mission is already determined and funds are allocated to the mission with a responsible organizational entity (Director Systems and Software Engineering, 2008). The structure of the wave model is depicted in Figure 1. (Dahmann, Rebovich, Lane, Lowry, & Baldwin, 2011)
2.3 RT SCHEDULE/PLAN

Task-1: Analyze Acknowledged SoS domain
Task-2: Environment Model Design
  Sub-task 2.1: Based on task 1, identify relevant rules of engagement
  Sub-task 2.2: Based on task 1, determine environment attributes (changes in national priorities, changes in SoS funding, changes in individual system funding ...)
Task-3: Agent Model Design
  Sub-task 3.1: Identification of Agent Types (SoS agent and individual system agents) and Attributes
  Sub-task 3.2: Identification of SoS Agent Behavior
  Sub-task 3.3: Selection of Agent Architecture
Task-4: Implementation
  This phase implements the agent-based SoS model designed in previous tasks using an agent-based simulation toolkit for a specific SoS domain. Once the simulation is built and verified, a series of “what-if” experiments will be conducted by varying the parameters and assumptions of the model.

3 BACKGROUND: SoS ENGINEERING

System of Systems (SoS) engineering deals with planning, analyzing, organizing and integrating the capabilities of independent systems into a unique set of SoS capabilities (Director Systems and Software Engineering, 2008). Systems of systems differ from traditional systems in ways that require tailoring of the system engineering process. The Department of Defense (DoD) 5000.2 framework for acquiring systems is not suitable for SoS development anymore. This is mainly due to the fact that SoS component systems are independent and have their own functionality, development processes, funding and operational missions. In addition, changes in external environment such as funding, national priorities can alter the dynamics of the acquisition process [Dahmann et al., 2011], [Lane and Dahmann, 2008]. Therefore, SoS engineering needs to consider change as a critical element of the process. Several acquisition models have been discussed in the literature for SoS development. Evolutionary acquisition models are more suitable to SoS development as they emphasize stakeholder involvement, interim milestones, increased iteration and concurrent development (Creel & Ellison, 2008). The Systems Engineering of SoS (SoS SE) model is developed by the US Department of Defense to identify the core elements of the SoS acquisition (Director Systems and Software Engineering, 2008). The Incremental Commitment Model (Lane & Dahmann, 2008) is a risk driven framework that can be tailored for SoS development.

The Wave Model (Dahmann, Rebovich, Lane, Lowry, & . Baldwin, 2011) maps SoS Systems Engineering (SE) model’s core elements to a series of time-sequenced iterative process to guide implementation of the framework for practitioners of SoS development. The wave model or bus stop approach is a development approach that is similar to the effect of periodic waves crashing at the shore or a bus that periodically stops at a specific location. The SoS has specific places in the development where it can accept updates from the individual systems. Individual systems can plan their deliveries to coincide with the SoS ‘bus-stops’ or can evaluate the effect of missing a planned SoS wave. Figure 1 illustrates the major elements of the Wave Process Model. The steps in the model are briefly introduced below as background information. For further details refer to(Dahmann, Rebovich, Lane, Lowry, & . Baldwin, 2011).
3.1 **Steps in the Wave Model**

3.1.1 **Initiate SoS**

This step involves understanding the SoS objectives and operational concept (CONOPS), as well as gathering information on core systems to support desired capabilities.

3.1.2 **Conduct SoS Analysis**

This step establishes an initial SoS baseline architecture for SoS engineering based on SoS requirements space, performance measures, and relevant planning elements.

3.1.3 **Develop and Evolve SoS Architecture**

This step evolves the initial SoS baseline and develops the SoS architecture. The SoS architecture includes individual systems, key SoS functions and interdependencies among systems. The architecture identifies necessary changes in contributing systems in terms of interfaces and functionality in order to implement the SoS architecture.

3.1.4 **Plan SoS Update**

This step plans for the next SoS upgrade cycle based on the changes in external environment, SoS priorities, options and backlogs.

3.1.5 **Implement SoS Update**

This step establishes a new SoS baseline based on SoS level testing and system level implementation. This step is the end of wave cycle or ‘bus-stop’ where updates from individual systems can be integrated into the SoS.

3.1.6 **Continue SoS Analysis**

This step is the beginning of the next wave cycle and continuous to analyze the current SoS architecture for future SoS evolution.

This research builds on the Wave Process Model to abstract behavioral aspects of the SoS acquisition process. An agent-based model of the process is discussed to analyze the impact of individual system behavior on the overall SoS architecture evolution. It is envisioned that this type of model will help us in understanding the intricate dynamics of the SoS development and improve acquisition process.

4 **SoS Analytics Methodology**

4.1 **Acknowledged SoS Agent-Based Architecture**

Acknowledged SoS have objectives, management and funding but not complete authority over the constituent systems (Director Systems and Software Engineering, 2008). Therefore, the SoS development
depends on collaboration and agreements with individual systems rather than simply a top-down request from the SoS manager. This collaborative nature impacts the evolution of the SoS architecture.

The agent-based methodology is suitable for analyzing the behavioral aspects of the acquisition process as different type of agents can capture various dynamics of the SoS engineering in an integrated analysis framework. In particular, independent systems’ behavior can be mapped to a set of agents and SoS manager’s engineering activities can be abstracted to another type of agent. The following subsections outline the underlying agent architecture which forms the basis for modeling the SoS Agent and the individual System Agents. Then the proposed agent based model for Acknowledged SoS Engineering is discussed in detail in Section 4.2.

4.1.1 AGENT ARCHITECTURE FOR COOPERATIVE PROBLEM SOLVING

In distributed project coordination such as SoS architecting, task coordination between agents is an important issue. A formal cooperation model for multi-agent systems is developed in (Brazier, Dunin-Keplicz, Jennings, & Treur, 1996) and which is a refined agent model of Jenning’s model of cooperation(Jennings, 1995). In this model each agent performs several generic tasks to cooperate with other agents; observes the world, manages interaction with the world, maintains information on other agents, manages interaction with other agents, and manages joint activities. For detailed information on the generic model refer to(Brazier, Dunin-Keplicz, Jennings, & Treur, 1996). This generic model is refined for the SoS acquisition and architecting problem which carries similar coordination and cooperation characteristics. Figure 2 outlines the agent architecture components and flow of information among components.

![Diagram of Agent Architecture]

The Own Process Control Module determines the goals of an agent based on its motivations, priorities, and deadlines. Given the desired SoS capabilities, SoS performance parameters and initial baseline SoS Architecture (1), this module formulates the target measures the SoS architecture and passes this information to the Cooperation Management Module (2). Cooperation Management module is responsible for all tasks related to SoS architecting, commitment and cooperation management of individual systems. Figure 3 outlines the details of this module.
Based on the initial SoS architecture baseline, Cooperation Management Module first generates connectivity request for individual systems to the SoS architecture. This request contains interface requirement for individual system to integrate to other systems, performance requirement, deadline to deliver the request, and the funding for the request. This information is passed to Agent Interaction Management Module (3) which is responsible for managing interaction with individual systems. SoS AIM module distributes the requests to individual system alternatives (4). Each alternative system has its own Agent Interaction Module which passes SoS request information to its Own Process Control module (5). Individual system OPC module evaluates the request based on its own motivations and replies back to the SoS Agent through its Agent Interaction Module (6, 7).

The reply contains information on individual system cooperation, performance, capabilities and if the system decides to cooperate, information on probability that the SoS request will be available at the requested deadline. Information received from all alternative systems is passed back to the SoS Cooperation Management module (8) where SoS Agent evaluates the current SoS architecture at time T (9). At wave interval T, the SoS architecture is implemented by integrating individual systems that agree to cooperate and the current SoS architecture is evaluated against the initial SoS baseline architecture. Gaps are identified and feedback is sent to SoS Own Process Control (10) which is also responsible for updating mission, acquisition wave interval, and SoS program parameters based on the Environmental factor changes and Architecture gap analysis.

The process iterates for several cycles of wave. Section 4.2 provides the details of the SoS engineering model in mathematical structure. The analytical tools associated with the SoS engineering model are also discussed in detail in the following subsections.

4.2 **SoS Agent Analytical Tools and Models**

4.2.1 **Proposed Agent Based Model**

The proposed Agent-Based Model consists of a generic SoS development, genetic algorithm, fuzzy assessor and an executable model, shown in Figure 4. The generic SoS development is based on the Wave Model. The genetic algorithm creates the initial SoS meta-architecture. The fuzzy assessor qualitatively evaluates the possible SoS meta-architectures. Finally, all of these are implemented into an agent-based
A model that executes and provides the resultant SoS meta-architecture evolution based on the initial inputs.

The model variables and associated variable relationships are outlined in the following mathematical representation. The mathematical representation outlines the elements abstracted from the Wave SoS Engineering model and provides the general structure for the agent-based model. The implementation of the model further refines this general framework which will be discussed in detail in Section 4. The mathematical representation is organized based on main agents: SoS Agent and individual System Agents. Following assumptions are used to set the stage:

- Agents represent individual Systems and SoS
- The System Agents embody themselves and the people (individual stakeholders) responsible for them
- The wave model applies to acknowledged SoS, thus there is a specific agent responsible for the SoS and for controlling/influencing the individual System Agents
- Some baseline legacy system is available initially (functional and physical architecture)
- An initial SoS mission is already determined
- SoS architecting is abstracted in the model as an interface link problem of integrating independent systems

![Figure 4. Agent-based SoS Acquisition and Architecting Model](image)

### 4.2.1.1 SoS Acquisition Environment

The SoS Agent and the individual System Agents are influenced by the changes in the SoS acquisition environment. Thus the environment model includes external factors/variables such as national priorities, threats, and SoS funding. As the SoS acquisition progresses through wave cycles, these variables are updated to reflect acquisition environment changes. Table 1 summarizes the model elements in mathematical notation.
4.2.1.2 SOs AGENT BEHAVIOR

SoS Agent is responsible for the overall SoS engineering activity and coordinates with individual System Agents to achieve the desired SoS mission. In the model, it is assumed that an initial SoS mission is already determined and initial baseline SoS architecture is available. The SoS Agent follows the six core SoS engineering activities outlined in the Wave Process Model in order to develop the SoS. The SoS architecture evolves based on the behavior of individual systems as well as changes in the external environment.

4.2.1.3 INITIATE SoS

During the initialization phase, the wave interval, the time interval from one wave to next, is determined. At each wave interval time, the SoS Agent identifies SoS target measures which comprises desired SoS capabilities and SoS performance parameters for these capabilities in order to meet mission objectives. Since some of the capabilities may have higher priority levels than others, weighted value of each capability is also identified at this phase. Table 2 summarizes the abstracted model elements in mathematical notation.

4.2.1.4 CONDUCT SoS FEASIBILITY ANALYSIS

The SoS Agent allocates SoS capabilities to individual systems or group of systems. This allocation defines a baseline SoS architecture which identifies individual systems and interfaces necessary to achieve the SoS target measures. Architecture algorithm which is based on Genetic Algorithms represents alternative SoS
architectures as chromosomes. This analytical tool is described in detail in Section 3.2.2. The Fuzzy Associative Memory determines the fitness of each chromosome and the best alternative is selected as the initial SoS baseline architecture for the acquisition wave. The Fuzzy Associative Memory analytical tool is described in detail in Section 3.2.1. Program management measures such as schedule, funding are also identified for the selected SoS architecture. The SoS baseline architecture and program measures information is sent to individual systems as a connectivity request to the SoS architecture. Individual systems should evaluate whether they can develop the requested interface with other systems and capabilities in the given deadline and funding. Table 3 summarizes the abstracted model elements in mathematical notation.

Table 3. Conduct SoS Analysis

| Identify set of individual systems to satisfy the target SoS measures: |
| SoS $M_0 \rightarrow $ System $S_i = (S_1, S_2, ..., S_n)$ |
| Define initial baseline SoS Architecture using Genetic Algorithm: |
| Initial SoS architecture generation chromosome: |
| $SoS.C_{x} = [a_{x}]_{w,n}$ where $a_{x} = $ System $S_i \rightarrow $ System $S_j$ and $S_i \neq S_j$ |
| Evaluate the fitness of each individual SoS architecture chromosome: |
| Fitness of each chromosome is determined by the Fuzzy Associative Memory (Table 4) |
| Fitness $: SoS.C_{x,n} \rightarrow \mathbb{R}$ |
| Fitness $: SoS.C_{x,n} = SoS.B_{T}$ |
| Select the chromosome with the highest fitness value as the initial SoS architecture: |
| $SoS.A_{0} = \max( Fitness : SoS.C_{x,n} )$ |
| Determine deadline for each allocated SoS capability of the initial SoS architecture: |
| $SoS.d_{1} = (d_1, d_2, ..., d_n)$ |
| Determine funding for each allocated SoS capability of the initial SoS architecture: |
| $SoS.f_{1} = (f_1, f_2, ..., f_n)$ |
| Send SoS Connectivity Request to individual systems: |
| $SoS.R_{1} = f( SoS.A_{0}, SoS.f_{1}, SoS.d_{1} )$ |

**4.2.1.5 DEVELOP AND EVOLVE SOs ARCHITECTURE**

The SoS Agent updates the baseline SoS architecture based on information received from individual systems. Individual systems may decide to cooperate at the requested deadline, may decide to cooperate at a later time or may decide to not cooperate at all depending on their motivation. At this step, based on information received from individual systems, the expected SoS architecture at the end of the wave cycle is updated. The SoS Agent has a Fuzzy Assessor or fuzzy associative memory (FAM) which maps desired target measures to SoS architecture score/rating. At this step, the Fuzzy Assessor determines architecture score for the expected SoS architecture at wave time T based on the information received from individual systems. This SoS architecture score is used later in gap analysis to plan for the next SoS architecture update. Table 4 summarizes the abstracted model elements in mathematical notation.
Table 4. Develop and Evolve the SoS Architecture

Table 5. Plan SoS Update

4.2.1.6 Plan SoS Update

At the end of the wave cycle, the SoS Agent evaluates changes in the external environment. The SoS target measures and wave interval for the next cycle is updated based on environment changes and architecture gaps analysis. The gap analysis is also conducted at the end of the wave cycle during the SoS implementation step which is described in the following step. Table 5 summarizes the model elements in mathematical notation.
4.2.1.7 Implement SoS

At the end of the wave cycle, the current SoS architecture is evaluated against initial SoS baseline architecture to identify the functionality gaps. The SoS architecture score determined by the fuzzy assessor is used in the analysis to identify performance gaps. This step is an input to planning SoS update step. Table 6 summarizes model elements in mathematical notation.

Table 6. Implement SoS Architecture

| Gap analysis: \( \text{SoS} \cdot \text{Gap}_T = f(\text{SoS} \cdot A_T, \text{SoS} \cdot A_B, \text{SoS} \cdot B_T) \) |

4.2.1.8 SoS \( \cdot \text{Gap}_T = \text{SoS} \cdot M_T - \text{SoS} \cdot A_T \) Continue SoS Analysis

The next wave cycle of the SoS development starts once the SoS target measures and wave interval time are updated.

4.2.1.9 Individual System Behavior

Individual systems receive request for connectivity to SoS architecture. Since each system is independent and has its own goals and motivations, the system has the option to cooperate or not cooperate with the SoS Agent. The decision depends on several factors including system’s willingness to cooperate which measures the degree of selfishness of the individual system to be part of the SoS, and system’s ability to cooperate which depends on system’s resources that will allow the system to be part of the SoS. If individual system decides to cooperate, it sends information to the SoS Agent on the probability of meeting the requested capability at the given deadline. If an individual system decides to not cooperate, it has the option of requesting a later deadline to provide the capability. Table 7 and Table 8 summarize the abstracted model elements in mathematical notation for individual systems.

Table 7. Evaluate SoS Connectivity Request

<table>
<thead>
<tr>
<th>Individual system: ( \text{System}_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>System performance: ( \text{System}_p_i )</td>
</tr>
<tr>
<td>System capability: ( \text{System}_c_i )</td>
</tr>
<tr>
<td>Willingness to cooperate: ( \text{System}_{\text{willingness}}_i )</td>
</tr>
<tr>
<td>Ability to cooperate: ( \text{System}_{\text{ability}}_i )</td>
</tr>
<tr>
<td>Receive Connectivity Request from SoS agent: ( \text{SoS}_R_i )</td>
</tr>
<tr>
<td>Evaluate SoS request: ( \text{System}_{\text{coop}}<em>i = f(\text{System}</em>{\text{willingness}}<em>i, \text{System}</em>{\text{ability}}_i, \text{SoS}_R_i) )</td>
</tr>
<tr>
<td>( \text{System}_{\text{coop}}_i = \begin{cases} 1 &amp; \text{if cooperate} \ 0 &amp; \text{if not cooperate} \end{cases} )</td>
</tr>
</tbody>
</table>
4.2.2 MULTI-STAKEHOLDER, MULTI CRITERIA FUZZY ARCHITECTURE ASSESSMENT

4.2.2.1 Mathematical basis for a Fuzzy Assessment

In the baseline, acknowledged SoS architecture model, there are \( n \) Systems that the SoS Agent asks to participate to provide a new Capability. The universe is bigger than the \( n \) Systems asked to participate in the SoS. If all the solicited Systems could do everything the SoS Agent might ask, there would be little to be gained from modeling alternative architectures or their development. When some Systems cannot, or refuse to, contribute what is asked, then the model becomes interesting.

4.2.2.2 System Solicitation and Participation

For whatever System internal reasons, the simplest model comes down to an initial probability that each individual System will agree (or be able) to participate of \( p \ (0 \leq p \leq 1) \). In the case of a refusal, the System might be having internal problems (technical, managerial, staffing, schedule, etc) that prevent it from being able to take on any additional tasks; they might think the proposed SoS won’t work, therefore choose not to divert any attention to it; or the stakeholders for their primary mission may not allow such diversion of resources; or they may want to participate, but not have the capability to do so. For whatever internal reasons, a System can choose not to participate; this is represented by a “0” in the SoS chromosome representing the architecture, discussed further in the next section. There are \( n \) possible Systems. The expected number of systems to participate on average in each instantiated SoS architecture is \( pn \). The decision itself can be determined through complicated, multiparty negotiations, or in this first example of the model framework, by calling a random number generator (evenly distributed between zero and one), to decide if the System will participate when the random number is less than \( p \).

The probability that two Systems achieve an interface between them can be independently arrived at through the agent interactions, or simply modeled as \( q \ (0 \leq q \leq 1) \). The two Systems might both be willing to participate, but still only be able to achieve the interface between them with probability \( q \). The successful interface is represented by a “1” at that interface position in the SoS chromosome. Unless both Systems are already participating, \( q \) doesn’t come into play, because an interface can’t exist with a non-participating System (at the very least, it doesn’t do any good). If all Systems participate, the maximum number of interfaces is \( n(n-1)/2 \). If only \( pn \) Systems participate, and \( q \) is the likelihood of having an interface with another participating system, then \( pqn(n-1)/2 \) is the expected number of contributing interfaces. Placing a “1” in the chromosome represents an interface between the \( ij \)th Systems if the Systems both participate, and a new random number as described above is less than \( q \) when generating a chromosome bit, in this simplified first iteration of the model.
4.2.2.3 Evaluation Attributes

Any number of architecture attributes may be used for evaluation, but peoples’ attention span, as well as the number of independent attributes, typically cannot sustain large numbers. A program’s (System’s) current attribute status is often presented as color coded; e.g., plotted on stop light charts, or displayed on Kiviat charts to let management compare alternative architectures, or from one review to the next. Attribute evaluations are ideally suited to fuzzy logic approaches because of the difficult nature of boundaries between evaluation regions. Four attributes are use to evaluate the overall SoS architecture in this model: Performance, Affordability, Developmental Flexibility, and Operational Robustness are the attributes chosen for this phase of the model.

It is unlikely that any set of SoS attributes could be completely orthogonal (Dauby & Dagli, 2011). The attributes themselves are fuzzy, and they overlap somewhat in that they frequently evaluate in a correlated way; i.e., good programs are frequently good in many areas, etc. The gradations of the attributes are also “fuzzy,” in that an exact boundary between any described gradations from bad to good is difficult to define. Uncertainty about what is meant (at the boundaries) by any of the attributes themselves (or the gradations within them) implies that some observers might evaluate an SoS as Affordable, and some observers might interpret that same SoS as not Affordable - based on a perceived but non-quantifiable difference in risk, margins, value, recent expenditure rate, gut feel, sizing up of program personnel personalities, etc. In fact, these differences are always there and managers are employed to evaluate them and manage with them both individually and as a gestalt. The range of uncertainty can be represented by an overlap of each gradation of the attribute evaluation; the demarcation between the evaluations is what is Fuzzy. A Fuzzy associative memory allows operation on the fuzzy concepts in a mathematically precise way. In the demonstration, all the attributes are normalized to a range of goodness from Unacceptable, Marginal, Acceptable and Exceeds, shown in Figure 5. One way to look at the membership functions is that some evaluators might call a program that is mathematically in the center of the range from zero to one (worst to best) of “goodness” as Acceptable, some might choose to call the same program Marginal. An equally valid way to consider the fuzziness is that today the program might be Marginal, but next week it will be Acceptable with only miniscule changes in the various subcomponents that make up its evaluation. It is difficult to precisely define the line separating the gradations, therefore one doesn’t try (Dauby & Dagli, 2011). One simply defines the adjacency regions in a fuzzy way.
4.2.2.4 Membership Functions

The membership functions shown in Figure 5 have overlap between each adjacent value, with slightly more overlap between Marginal and Acceptable than for the other boundaries. Slightly more membership opportunity exists in the Marginal and Acceptable categories than in Unacceptable and Exceeds. In this example, there is no overlap between categories that are not adjacent. This selection of membership functions represents a consensus among the RT-37 collaborators. The type of guided discussions among that group, with experience on numerous Programs and SoSs over most of the typical life cycle, that led to the shapes in Figure 5 and guidelines in Table 11, will be embedded in follow on efforts with actual stakeholders. One of the goals of follow on work is to improve the selection process of the membership functions for architecture attribute evaluations.

One purpose of the overarching ABM is to follow SoS development across funding epochs, where the SoS manager can observe progress in the Systems as well as changes in the environment (threat, funding, technology, etc.) and change guidance or participants in the next epoch.

4.2.2.5 Attribute Evaluations

All the SoS attributes were simplified for this task to have the same membership function shapes, labeled with the same four gradations. This is not a requirement; the membership functions can be as complex as it makes sense. The next step is to drive to an overall SoS evaluation through combination of the individual attribute values. The Fuzzy Toolbox in MATLAB allows for different evaluation scoring regions and various membership function shapes quite easily, but it is easier to explain the concepts with all of attribute gradations shaped the same in the demonstration. In this task, there was translation from the MATLAB Fuzzy Toolbox ™ to the ABM through a Java code translation.

So a set of algorithms, operating in an as yet undefined way on the areas of interest embodied by the attributes, provides an evaluation for each of the attributes of a chromosome representing an architecture. One could retain the mathematical values of the individual attribute evaluations and proceed to arrive at the overall SoS evaluation, but it would require a large number of complicated logical comparisons and manipulations to reach any conclusion. The fuzzy associative memory (FAM) allows one
to describe this evaluation in a much simpler, and more general way. The individual attribute values are summarized as Unacceptable, Marginal, Acceptable, and Exceeds (requirements). This is similar to the color coding in Contract Performance Assessment Reports (Department of the Navy, 1997), with red, yellow, green, gold and blue representations across a number of performance areas (see Figure 23, Appendix B). One could use Fuzzy evaluation criteria to reach the conclusions in each of the attributes in a real system, but again, that is for future implementation.

4.2.2.6 Combine the attribute evaluations to arrive at the SoS evaluation

One does not want to write a series of if – then statements, because they would need to cover all 256 possible combinations. Changes to this system to handle another case, with a different number of gradations, different weights for different attributes, or a different number of attributes would be horrendously convoluted. A Fuzzy associative memory can make the evaluation process far more general and reusable by being simple to change. By encoding just 6 simple, plain language rules, shown in Table 9 (this becomes 9 rules in the formal language because MATLAB won’t mix and with or inside a single rule), to be used with the Fuzzy Membership Functions. This list of rules, coupled with the membership functions identified above, results in the fairly complicated, non-linear surface shown in Figure 6.

Table 9. Fuzzy Rule Set defining SoS evaluation from our example attribute values

<table>
<thead>
<tr>
<th>Plain Language Rule</th>
<th>Fuzzy Rule Definitions from MATLAB Fuzzy Toolbox</th>
</tr>
</thead>
<tbody>
<tr>
<td>If ANY attribute is Unacceptable, then SoS is Unacceptable</td>
<td>If (Performance is Unacceptable) or (Affordability is Unacceptable) or (Developmental_Flexibility is Unacceptable) or (Robustness is Unacceptable) then (SoS_Arch_Fitness is Unacceptable) (1)</td>
</tr>
<tr>
<td>If ALL the attributes are Exceeds, then the SoS is Exceeds</td>
<td>If (Performance is Exceeds) and (Affordability is Exceeds) and (Developmental_Flexibility is Exceeds) and (Robustness is Exceeds) then (SoS_Arch_Fitness is Exceeds) (1)</td>
</tr>
<tr>
<td>If ALL the attributes are Marginal, then the SoS is Unacceptable</td>
<td>If (Performance is Marginal) and (Affordability is Marginal) and (Developmental_Flexibility is Marginal) and (Robustness is Marginal) then (SoS_Arch_Fitness is Unacceptable) (1)</td>
</tr>
<tr>
<td>If ALL the attributes are Acceptable, then the SoS is Exceeds</td>
<td>If (Performance is Acceptable) and (Affordability is Acceptable) and (Developmental_Flexibility is Acceptable) and (Robustness is Acceptable) then (SoS_Arch_Fitness is Exceeds) (1)</td>
</tr>
<tr>
<td>If (Performance AND Affordability) are Exceeds, but (Dev. Flexibility and Robustness) are Marginal, then the SoS is Acceptable</td>
<td>If (Performance is Exceeds) and (Affordability is Exceeds) and (Developmental_Flexibility is Marginal) and (Robustness is Marginal) then (SoS_Arch_Fitness is Acceptable) (1)</td>
</tr>
<tr>
<td>If ALL attributes EXCEPT ONE are Marginal, then the SoS is still Marginal</td>
<td>If (Performance is Marginal) and (Affordability is Marginal) and (Developmental_Flexibility is Marginal) and (Robustness is Acceptable) then (SoS_Arch_Fitness is Marginal) (1)</td>
</tr>
<tr>
<td></td>
<td>If (Performance is Marginal) and (Affordability is Marginal) and (Developmental_Flexibility is Acceptable) and (Robustness is Marginal) then (SoS_Arch_Fitness is Marginal) (1)</td>
</tr>
<tr>
<td></td>
<td>If (Performance is Marginal) and (Affordability is Acceptable) and (Developmental_Flexibility is Marginal) and (Robustness is Marginal) then (SoS_Arch_Fitness is Marginal) (1)</td>
</tr>
<tr>
<td></td>
<td>If (Performance is Acceptable) and (Affordability is Marginal) and (Developmental_Flexibility is Marginal) and (Robustness is Marginal) then (SoS_Arch_Fitness is Marginal) (1)</td>
</tr>
</tbody>
</table>
The 256 row matrix of all possible input Attribute values produces values from the non-linear combination rules, where 1 = Unacceptable, 2 = Marginal, 3 = Acceptable, and 4 = Exceeds, within each attribute of Performance, Affordability, Flexibility, and Robustness is shown in Appendix B. Thus far, there is a framework for the FAM to work inside the ABM.

4.2.3 **Meta-Architecture Generation and Selection**

So, to facilitate the prototype progress for phase 1 of the project, a set of initial architectures is generated at random for the Genetic Algorithm (GA). Out of a demonstration universe of ten systems, a portion is selected for participating in the SoS architecture with a probability of about 0.7. In addition, out of 45 possible interfaces between the ten systems, the probability of being selected is 0.8. The interface selection process ensures that the selected interfaces are feasible. This is in the sense that interfaces of non-contributing systems are rejected while, the interface random generation process is repeated until a feasible solution is reached.

The result is a population of ten chromosomes inhabiting the meta-architecture space. Each chromosome represents an alternative SoS architecture. This is done by assuming a vector with binary numbers, where a one stands for a contributing system or interface and a zero for the opposite. The collection of all contributing and non-contributing systems and possible interfaces form a chromosome. Figure 7 illustrates a chromosome representation. The chromosome structure incorporates a number of
genes, where a gene $S_i$ refers to a system and $S_{ij}$ to an interface between any two systems $i$ and $j$. $S_i$ and $S_{ij}$ can take the value of either one or zero as a genetic alphabet.

<table>
<thead>
<tr>
<th>$S_1$</th>
<th>$S_2$</th>
<th>$S_i$</th>
<th>$S_n$</th>
<th>$S_{12}$</th>
<th>$S_{1j}$</th>
<th>$S_{2j}$</th>
<th>$S_{n-1,n}$</th>
</tr>
</thead>
</table>

Figure 7. Chromosome representation

In this research, the meta-architecture offers a space that is spanned by all possible SoS architecture configurations with specific information about the set of architectures under consideration. This information is released as outputs for assessment and tradeoff analysis.

Architecture assessment takes place in the fuzzy assessor as explained above, whereas tradeoffs and negotiations among System Agents and with the SoS Agent take place in the agent-based model. Each proposed configuration of a SoS architecture constituted of ten systems and underlying interfaces is evaluated and negotiated as shown in Figure 8. The process is repeated for the set of ten proposed architectures.

The results of the above processes give a score for each of the systems and interfaces under consideration. These scores are provided in the form of crisp numerical values. Together they bring about a vector with ten scores covering the set of ten SoS architectures.

From the meta-architecture perspective, the score vector feeds back an input for rating of the architectures. This also represents chromosome fitness values for the analyzed population. The fitness values would then be used as inputs in the genetic algorithm to determine the next generation of chromosomes. However, only one generation has been implemented during the first phase of the project. Genetic algorithms have been used for the generation and selection of system architectures in conjunction with fuzzy logic as fitness assessor previously (Haris & Dagli, 2011).

In addition, in the process of generating the meta-architectures for the SoS, the future research would employ the evolutionary programming approach to account for individual system architectures while the selection process would consider the key system attributes for the SoS. Therefore, the proposed approach provides a structure to evaluate each meta-architecture based on individual architecture modifications according to interfaces to be imposed upon the meta-architectures generated for the System of Systems.

### 4.3 Individual System Analytic Tools and Models

#### 4.3.1 System SoS Cooperation Level Assessment Agent Based Model (ABM) Framework

The ABM is coded in AnyLogic ™, a commercially available agent modeling system that includes interfaces with external modules in several programming languages and a graphic user interface to illustrate the workings of the ABM.
4.3.2 **Negotiation Model**

The ABM framework is built with ‘hooks’ for more complicated negotiation models to be inserted. In the demonstration program, simple selectable probability stubs use imports from Excel ™ spreadsheets to provide a source of variable inputs to check out the integration of the model.

4.3.3 **Genetic Algorithm (GA)**

The genetic algorithm is a primitive binary chromosome model to show how it can be integrated into the ABM framework. Additional work needs to be done to integrate with feasible modifications, negotiation and the effect of bureaucratic inertial models, the FAM assessor, and show directed evolution over several epochs.

4.3.4 **Fuzzy Associative Memory (FAM)**

The FAM shows how highly non-linear fitness functions can be included in the ABM framework through simple rules and membership function definitions to produce sophisticated behavior in the SoS objective function. Showing how one can demonstrate highly non-linear outputs even before the introduction of the more complicated negotiations models into the ABM was one of the goals of the research.

5 **Implementation/Application of SoS Agent-Based Architecture Framework in AnyLogic**

5.1 **SoS Domain Used in Agent-Based Model Variable Identification**

In order to validate the theoretical model described in the previous sections, it is helpful to choose an example domain for the SoS. The selected domain for this research is the DoD Intelligence, Surveillance, and Reconnaissance (ISR) domain. The Agent-Based Model (ABM) implements the theoretical modeling framework described above using an SoS Agent and a System Agent. In terms of ABM, an agent is an abstract entity having unique characteristics or attributes and behavior. An agent is instantiated into a tangible object similar to the way an abstract class in C++ is instantiated into a specific class. Just as an abstract C++ class can be instantiated several times with different initial settings, an agent can be replicated with or without different initial settings. An agent is implemented in software as an abstract class in order to maintain the independence among agents. This independence of agents and consequently the independent processing, results in a model that more accurately represents the real world situation than is possible in a discrete event simulation or a system dynamic simulation.

That said, the ABM implementation represents the independence among the individual systems that comprise the SoS and upon which the acknowledged SoS depends. This research implements an ABM with one SoS Agent that reflects the characteristics and behavior of an acknowledged SoS. This ABM currently has ten individual System Agents, but future work can have a different number of System Agents. Figure 9 shows the software architecture of the ABM. The ABM has one instantiation of the SoS Agent and ten instantiations of the individual System Agent. The SoS Architecture is a data item implemented as the chromosome depicted in Figure 7.
5.1.1 **SoS Agent Structure**

The SoS Agent starts in the Initialize SoS state and then transitions to the Develop/Evolve SoS Architecture state. From the Develop/Evolve SoS state, the SoS Agent moves to the Plan SoS Update state and then to the Implement SoS Architecture state. The SoS Agent processing follows the states identified in the Wave Model in Figure 1. The SoS Agent state diagram is illustrated in Figure 9.

![SoS Agent State Diagram](image-url)
The SoS Agent reads in the initial chromosome from an Excel spreadsheet, generated from the MATLAB Genetic Algorithm component. Based on which systems will cooperate, the SoS Agent will create an Updated Chromosome that reflects the actual SoS architecture. The Updated Chromosome is written into a second Excel spreadsheet that implements the formulas that evaluate the Updated Chromosome for the architecture attributes of Affordability, Flexibility, Robustness, and Performance as described in Table 11. The ABM reads the attribute values from the second spreadsheet and those values are input to the Fuzzy Assessor. The Fuzzy Assessor has a Fuzzy Inference Engine that is implemented as a Fuzzy Associative Memory (FAM). The output of the Fuzzy Assessor is the overall SoS Architecture Quality, or fitness, or objective function. The structure of the SoS Agent is depicted in Figure 10.

5.1.2 System Agent Structure

The System Agent has a Prep, Initialize System, Cooperate, Non-Cooperate, and Maybe states. The System Agent transitions between states according to the System Agent state diagram in Figure 11. During the Prep state, the System Agent idles, providing time for the SoS Agent to initialize. The System Agent performs its own initialization during the Initialize state. In the Maybe state, the System Agent makes the decision to cooperate or not cooperate based on the probability specified by the user.
5.1.3 SEQUENCE DIAGRAM

The sequence diagram in Figure 11 shows the sequence of events between the SoS Agent and the System Agent. The sequence diagram represents one wave of the Wave Model for one initial SoS architecture. The ABM starts with an initial SoS architecture (SoS.A(0)) as described in Table 3. The initial SoS architecture is the chromosome generated in MATLAB as described in section 3.2.2. The ABM sends the SoS Connectivity Request (SoS.R) to each of the individual System Agents. For the initial phase of this research, the SoS Connectivity Request does not include the SoS architecture, funding, or deadlines. These data items are necessary for the System Negotiation that will be included in the next phase of research, so they will be implemented at that time. Each individual system makes a decision whether to cooperate with the SoS request and sends the System Reply (System.Reply) back to the SoS. For the initial phase of the research, the System Reply only contains the System Cooperation (System.coop). In the next research phase, the System Reply will incorporate a degree of cooperation for each individual system based on System Willingness and System Ability, which more accurately reflects the real world situation. The next research phase will also incorporate the System Time to Cooperate (System.cooptime) and the System Availability Time (System.avail), also not included in the initial phase.

Since this is an agent-based model and the individual systems execute independently, individual systems process data and change states asynchronously. Thus, the user setting for probability is not received and processed by each individual system at the same time. Therefore, changing the probability of cooperation may cause different probabilities for different systems in the same wave epoch.

The framework for the System Capabilities (System.c), System Performance (System.p), and System Ability (System.ability) is built, but implementation is planned to be in the next research phase.
The present implementation has one iteration of the sequence diagram of Figure 12 for one chromosome. For the initial research phase, ten chromosomes were generated from the MATLAB Genetic Algorithm and the ABM performs one cycle of the sequence diagram for each chromosome. The next research phase ABM will have multiple iterations of the sequence diagram for multiple chromosomes.

### 5.2 Processes to be Followed in Model Usage

For a proposed SoS with \( n \) Systems, the SoS Agent invites the System Agents into the SoS with some offer of resources, usually funding, to provide an extension of their current capability. This extension, whether of basic capability or a changed interface with other System(s) within the proposed SoS, enables the desired, new SoS capability. The SoS Agent proposes an organization and resources to create the new SoS capability.

The Systems contract to accept the resources and deliver their capability increment as a participating System within the SoS, or they choose not to participate. Future improvements to the model may go...
through more complicated negotiation regimes for joining and allocating resources, but at this stage of development, the model uses a simple random number generator comparison to a selectable threshold and a slightly over budget initial offer of resources to determine which of the Systems join the SoS, and how much that architecture will cost. The agent based model portion may be grown to be able to handle negotiations among Systems and SoS Agent over participation and resources, but currently is only the framework for adjusting the model time and display of participating systems, and producing the fuzzy evaluation at each epoch.

This simplification glosses over the genetic algorithm portion of the model. The intent is to be able to search the potential architecture space through the genetic algorithm. The genetic algorithm will eventually be used to propose new configurations of systems both in the initial and subsequent epochs.

The fuzzy associative memory will grow to discover and document appropriate evaluation attributes, criteria, membership functions, and rules for a domain specific application of the model. At this stage, it is largely pre-selected, simple examples of fuzzy membership functions, rules and simple algorithmic methods of evaluation of an artificially simple four attribute, four gradation metric to evaluate the success of the SoS at each epoch. It is complicated enough to be interesting, but not overwhelming, during the feasibility demonstration phase.

5.3 Early Experiences with the Prototype Model

5.3.1 ISR Domain Choice

ISR was selected to model as a domain with numerous existing SoS. An example problem where a new capability was needed was during the Gulf War, when the previous mere threat of Scud missiles became reality and they were actually launched at our troops and allies from mobile launchers. Existing ISR processes were not finding the launchers in time to take an action against them. Satellites, high altitude-large area aircraft systems, and tactical aircraft were all using observation methods that might have found the launchers, but they were not getting the information to anyone in a timely way to be able to take action. The ISR system of systems also included various methods of data delivery from film to voice communications, then processing, fusion, analysis and interpretation, generation of a target report, delivery of this information back to tactical forces, and finally, physically arriving at the location to deliver an effect. The existing, cumbersome SoS process was not delivering the required capability to stop the Scud launches. Since there were many systems that could be combined to improve the capability to find the mobile launchers, this is a reasonable approximation of what we have modeled. Some ISR systems were invited to help participate in an SoS architecture to achieve a new capability.

The demonstration model is using the number of systems invited in as \( n = 10 \), the probability that they choose to participate as \( p \sim 0.7 \), and the probability that participating systems interface with any other system as \( q \sim 0.7 \).

To provide evaluations directly from the chromosome for the demonstration integration of the ABM with the GA and the FAM, the attributes were evaluated from the chromosome as follows.

5.3.1.1 Performance

To evaluate in the Performance attribute, start with an interim definition of \( C_{req} \) as a first iteration estimate of the simple Requested Capability from the SoS. Use the approach of simply adding up the
capability contributions of the individual Systems, so that the contribution from each individual system is \( C_i = C_{\text{req}} / n \). But, in a reference to Network Centric Systems (David S. Alberts, 1999), one may also assume that there is a gain of some Capability through the interfaces between the Systems as well. Using \( C_{\text{int \, ij}} \) as the small but distinct Capability contribution from the \( ij \)th interface; assume the expected total contribution from the interfaces is about equal to the requested Capability from the Systems themselves:

\[
C_{\text{int \, ij}} = C_{\text{req}} / (pq(n-1)/2) .
\]

Therefore, the expected Capability of the SoS from both Systems and Interface contributions is \( C_{\text{SoS}} = pnC_i + C_{\text{req}} = (1+p)C_{\text{req}} \). The fact that a random selection of Systems and Interfaces with the selection parameters \( p \) and \( q \) can provide more or less than the expected numbers of systems and interfaces allows some architecture chromosomes to deliver more or less than either expected or requested capability. Simply normalize the performance by the initial requested capability \( C_{\text{req}} \). If one gets exactly the expected contributions, it will be \((1+p)C_{\text{req}}\).

### 5.3.1.2 Affordability

\( B \) is Total Budget of the SoS Agent; assume for the moment that interfaces cost nothing, but the decision to participate costs each System \((1+p')B/n\). This requires explanation. Without some extra percentage offered over the budget, there would never be an SoS architecture chromosome that would be over budget in our simple binary participation model, and therefore break the Affordability attribute. One expects some invited Systems to be unable to comply for various reasons \((1-p)\) will not participate; call that \( p' \); those Systems would reject the budget offered, and there would be no spending of those Systems’ budget allocation. However, if you use only \( p'B \) to adjust the budget, then anytime the random number generator produces even one more than the expected number of participating Systems, it will already be over budget, so distribute only \( Bp'/2 \) extra total budget to bring a few more chromosomes within the budget, and therefore worth evaluating further. So if the expected number of systems participate, the SoS will be Affordable to a reasonable (Affordability attribute = Acceptable), but not Exceeds, degree.

### 5.3.1.3 Flexibility

Developmental Flexibility can be represented simply by the number of Systems participating. If more Systems participate, there is more room to maneuver among them. So Flexibility can be represented by the simple sum of the System, components of the chromosome. One could also argue that more systems contribute to Robustness as well, because flexibility and robustness are strongly correlated. But don’t add that complication for the feasibility demonstration. To keep the values normalized, divide by the possible maximum, \( n \).

### 5.3.1.4 Robustness

Use the number of interfaces as the measure of Operational Robustness, with the maximum number of interfaces as the normalization. This will allow chromosomes that evaluate better and worse than the expected number of interfaces. Mathematically, the sum of the interface chromosome positions (with a one contribute), divided by the normalization factor of the maximum possible \( n(n-1)/2 \).

Evaluation algorithms for each SoS attribute can then be summarized in terms of the Chromosome itself as shown in Table 10, with the example chromosome in Figure 13.
Table 10. Evaluation of Attributes from chromosome

<table>
<thead>
<tr>
<th>SoS Attribute</th>
<th>Equation</th>
<th>Unacceptable</th>
<th>Marginal</th>
<th>Acceptable</th>
<th>Exceeds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance</td>
<td>( \frac{\text{Sum} (C_i) + \text{Sum} (C_{\text{int}<em>{ij}})}{C</em>{\text{req}}} )</td>
<td>&lt; .8</td>
<td>.8 - 1</td>
<td>1 - 1.5</td>
<td>&lt; 1.5</td>
</tr>
<tr>
<td>Affordability</td>
<td>( \frac{\text{Sum} (\text{System}_i \times (1+(1-p)/2)B/n)}{B} )</td>
<td>&gt; 1</td>
<td>.9 - 1</td>
<td>.8 - .9</td>
<td>&lt; .8</td>
</tr>
<tr>
<td>Developmental</td>
<td>( \frac{\text{Sum} (\text{System}_i)}{n} )</td>
<td>&lt; .5</td>
<td>.5 - .8</td>
<td>.8 - .9</td>
<td>.9 - 1</td>
</tr>
<tr>
<td>Flexibility</td>
<td>( \frac{\text{Sum} (\text{Interface}_{ij})}{.5n(n-1)} )</td>
<td>&lt; .5</td>
<td>.5 - .7</td>
<td>.7 - .9</td>
<td>.9 - 1</td>
</tr>
</tbody>
</table>

Future work may bring the fuzzy evaluation process down a step to this level, for the attribute evaluations, but in the demonstration of tool integration phase, we held the fuzzy process to combining these four attributes evaluated to these four gradations to an overall SoS evaluation.
### Table 11. Example four attribute evaluation guidelines

<table>
<thead>
<tr>
<th>Evaluation Attribute</th>
<th>Unacceptable</th>
<th>Marginal</th>
<th>Acceptable</th>
<th>Exceeds performance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Performance</strong></td>
<td>Fails to meet multiple key performance parameters (KPPs)</td>
<td>Fails to meet at least one key performance parameter (KPPs)</td>
<td>Meets or exceeds all KPPs.</td>
<td>Exceeds performance in one or more KPPs by 20% or more.</td>
</tr>
<tr>
<td>(KPPs for ISR SoS)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coverage (sq km/hr)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resolution</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td># of channels</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Timeliness (sensor on target, and processing, dissemination)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adaptability (sensor type match to target)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Affordability</strong></td>
<td>Projected total ownership cost exceeds 120% of budget.</td>
<td>Projected total ownership cost exceeds 100% of budget.</td>
<td>Projected total ownership cost is between 85% and 99% of budget.</td>
<td>Projected total ownership cost is less than 85% of budget.</td>
</tr>
<tr>
<td>A measure of the projected total ownership cost versus budget (acquisition cost plus O&amp;M cost) and delivered capability.</td>
<td>Large mismatch in annual estimates.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Robustness</strong> (in the field)</td>
<td>More than 30% degradation in one or more KPPs due to external disturbances.</td>
<td>Between 10% and 30% degradation on one or more KPPs due to projected external disturbances.</td>
<td>Between 5% and 10% degradation on one or more KPPs due to projected external disturbances.</td>
<td>Not more than 5% degradation in any KPP due to estimated external disturbances.</td>
</tr>
<tr>
<td>Ability of the SoS to continue proper functioning despite external disturbances.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>(Developmental) Flexibility</strong></td>
<td>Architecture is monolithic and key SoS capability applications are tightly coupled.</td>
<td>Several different Architectures are possible with varying degrees of cooperation among systems.</td>
<td>Architecture is layered and most key SoS capability applications are loosely coupled.</td>
<td>Architecture is fluid and all key SoS capability applications are loosely coupled.</td>
</tr>
<tr>
<td>Ease with which the SoS can be repurposed to support other missions.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ease with which individual system contributions can be traded</td>
<td>0-25% of key functionality is allocated to software.</td>
<td>25-50% of key functionality is allocated to software.</td>
<td>50-75% of key functionality is allocated to software.</td>
<td>&gt; 75% of key functionality is allocated to software.</td>
</tr>
</tbody>
</table>

#### 5.3.2 SAMPLE FUZZY EVALUATIONS

To evaluate the fuzzy evaluation part, sample Excel spreadsheets with random chromosome definitions were used to test the above evaluation approaches.

Figure 13. Sample (partial) binary chromosome for 10 Systems
Table 12. Spreadsheet evaluation of sample chromosome

<table>
<thead>
<tr>
<th>SoS Performance</th>
<th>2.23</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>SoS Affordability</td>
<td>1.03</td>
<td>U</td>
</tr>
<tr>
<td>SoS Flexibility</td>
<td>0.9</td>
<td>E</td>
</tr>
<tr>
<td>SoS Robustness</td>
<td>0.77</td>
<td>A</td>
</tr>
</tbody>
</table>

By creating sample, random chromosomes in an Excel spreadsheet, one can easily check the evaluation criteria for a variety of test architecture chromosomes. A quick check evaluation of the chromosome representation of the SoS in the four chosen attribute areas is possible. The combination of the four attributes through the rules is done in the Fuzzy associative memory in MATLAB, then exported to the ABM to be implemented in Java. The GA creates sample chromosome sets in Excel, which the ABM reads, and returns the fuzzy evaluation for each chromosome so the GA can select new chromosomes for the next trial.

5.3.3 AGENT-BASED PROTOTYPE MODEL RESULTS AND FUTURE RESEARCH

Using the initial ten chromosomes, the ABM provides the SoS architecture quality based on which systems cooperate. The ABM provides the actual SoS architecture quality and the initial SoS architecture quality. A snapshot of the simulation window is provided in Figure 14.
The current prototype simulation window displays the architecture quality (value ranging from 1-4) for the ten original architectures generated by the GA. It also displays the architecture quality at the end of the wave based on the cooperation response of individual systems. The fuzzy quality values (U, M, A, E) for original and current SoS architecture are also displayed. The probability of individual systems cooperating (0-1) can be varied during simulation experiments.

The preliminary results indicate that multiple iterations of the wave cycle result in an actual SoS architecture that matches the initial SoS architecture. This is due to the fact with each additional iteration of the wave, more and more systems cooperate. With the probability of cooperation left at 70% and using the ten chromosomes from the MATLAB Genetic Algorithm, the actual SoS architecture matches the initial SoS architecture after the first iteration or first wave cycle. The difference between the initial SoS architecture and the actual SoS architecture for the first wave cycle is typically only in one system which results in a change in one bit in the chromosome. This reflects the fact that the formulas used to calculate Affordability, Flexibility, Robustness, and Performance are not significantly affected if only one system does not cooperate. That might not be the case in the real world SoS development, depending on the significance of the capability that could have been provided if that one system had cooperated. If a necessary capability could only be provided by that one system, then the quality of the actual SoS architecture would be significantly affected when that one system does not cooperate. Capability increments were equally distributed, and not prioritized in the initial implementation to show feasibility of the integration approach, but the framework is present.

These results are consistent with the assumption that the weights (SoS.w_i) in Table 2 are not implemented in this phase, but will be implemented in the next phase of research. The next phase of research will also include the SoS desired performance parameters (SoS.P_i), initial SoS target measures (SoS.M_0).

SoS desired capabilities (SoS.C_i) are partially implemented in terms of the systems in the initial SoS architectures (chromosomes). Each system in the initial SoS architecture represents a capability that is
desired in the SoS. In that way, SoS desired capabilities are partially implemented in the initial research phase and will be fully implemented in the next research phase. External factors (E₀ and E₇) which are a function of National priorities, SoS funding, and threats are also partially implemented in the current ABM. The ABM includes these variables in the Environment but the relationship between these external factors and elements in the SoS development process is to be defined in the next research phase. Gap analysis (SoS.Gapᵣ) in Table 6 and the processing that leads up to Gap analysis in Table 5 are not yet implemented but are reserved for the next phase of research.

5.4 **SoS Analytics Workbench Integration**

The AnyLogic ABM was chosen as the container or wrapper for the GA and FAM components. It already has a graphic user interface and display capability, and the ability to read in data and embed code from the other components. Finally, the ABM created within AnyLogic can be exported as a Java Applet, so it can be run on other computers without license. The agents were thought to have a growth path to be the more complicated parts of the model framework as well, so AnyLogic seemed the natural place for the overall model to reside. There were some difficulties in getting the AnyLogic software to run on the collaborators different computers. That seems to be mostly resolved now, but it was exceedingly time consuming. The FAM is created in MATLAB and exported to a file embedded in the Java code that the AnyLogic ABM uses to do the fuzzy evaluation of the chromosome. Reading the chromosomes from the GA into AnyLogic is now working for one at a time, but the interface needs to be improved significantly. The GA also needs to be upgraded to do the epoch to epoch evolution. We demonstrated export of an ABM as an applet which runs on other computers, although not yet with the Wave Model ABM.

Work being performed at Purdue University is proceeding along complementary lines leading to an SoS Analytics Workbench. It was suggested that a collaboration with them during Phase II of this research task to integrate our joint efforts would be beneficial.

6 **Conclusion/Recommendation for Future Phases**

As stated in the executive summary, the goal of this research is to model the evolution of the architecture of an acknowledged SoS that accounts for the ability and willingness of constituent systems to support the SoS capability development. The Wave Process Model for SoS is used as the basis for SoS capability evolution.

An agent-based modeling framework is developed to abstract the non-utopian behavioral aspects of the constituent systems and their interactions with the SoS. Basic prototype structure of the frame work is implemented within AnyLogic software illustrates the impact of individual system behavior on the SoS capability and architecture evolution processes. It also provides a structure for modular development of various subordinate mathematical models that can be developed independently to be integrated to the general model represented with the prototype.

RDTE funding requested in FY13 will be used to complete development, validation, and piloting of MPTs and transition. The basic objective of the second phase is to develop this prototype further to enable its use in pre milestone A of the acquisition phase as a decision making tool without extensive knowledge of Agent based modeling and fuzzy logic and architecture assessment algorithms. The architecture frame work developed in the first phase will be used in this phase to create next model spiral.

This necessitates additional two basic research avenues besides agent based modeling namely:
- Development of a mathematical model that can handle ambiguous information and data within Agent based model to assess the SoS architecture measure of effectiveness and implementation of the genetic algorithm developed into the agent based model structured developed as a result of phase I. (Khaled Haris is a potential PhD student with extensive industrial experience who is interested in working on this research problem).

- Development of a methodology in collecting data, ambiguous information and rules for Fuzzy Assessor which is a part of mathematical model assessing measure of effectiveness in the agent based model. (Lou Pape is a potential PhD student who works for The Boeing Company with extensive industrial experience who is interested in working on this research problem).

In Figure 15, the model architecture proposed is given.

![Model Architecture Diagram]

**Figure 15. Model Architecture of Phase II**

Project description requirement states; “Tooling should not require extensive knowledge of agent-based modeling and underlying algorithms”. This necessitates the integration of the genetic algorithm into Anylogic and elimination of text file transfer that is being used in current framework, and improved genetic algorithm to iterate and converge towards optimum meta-architecture. In Figure 16 the Model Sequence diagram is depicted for phase II. The research tasks to be performed are related to genetic algorithms and development of necessary mathematical models in meta architecture generation and evaluation for SoS Agent and systems agent modified architecture generation and assessment will be a part of PhD dissertation of Khaled Haris.

Evaluation of acknowledged SoS meta-architectures alternatives represented as chromosomes and elimination of infeasible architectures is an important part of the model. Fuzzy Associative Memories are demonstrated in phase I for this purpose. There is a need to develop a procedure and a model to be able...
to capture this information from stakeholders of participating systems in acknowledged SoS and the SoS owner. The development of this general model procedure will be a part of PhD dissertation of Lou Pape. Dr. John Columbi’s MS students will also contribute to this effort. SoS Agent and System Agent architectures are given in Figure 16, Figure 17, and Figure 18.

Model Sequence Diagram
(Set of Chromosomes/Capabilities)
(Iterate to Specified Architecture Quality)

Figure 16. Model Sequence Diagram for Phase II
Figure 17. SoS Agent Architecture for Phase II
Project description states “Develop, validate, and pilot agent-based modeling MPTs that support predictions about the properties of an Acknowledged SoS when applied early in the life cycle when there is high uncertainty and ambiguity about SoS requirements, architecture, and implementation technologies based on the Wave Process Model”. This necessitates development of decision models for individual systems to better capture individual system dynamics and include negotiation mechanisms between individual systems that need to interface with each other and also include negotiation mechanisms between individual system and SoS Agent. The tasks to be performed to achieve this capability in the model will be a part of PhD dissertation of Paulette Acheson. Paulette will also be responsible to generate user friendly Java template where users of the tool can play with various scenario inputs and analyze the overall dynamics.

In order to create non-linear dynamics of SoS systems, there is a need to build several mathematical models to represent systems agents behavior based on each system requested capability by SoS agent and their own performance measures and funds allocated to them by acknowledged SoS. It is essential that these models to be developed independently for each system. It is estimated that three more researchers will join the team from Missouri S&T to develop these models.

During Phase II there will be periodic meetings with Purdue University to make sure that the model can be integrated to SoS Analytic Workbench.
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## APPENDIX A ACRONYMS

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABM</td>
<td>Agent based model</td>
</tr>
<tr>
<td>AIM</td>
<td>Agent interaction management</td>
</tr>
<tr>
<td>ASD(NII)</td>
<td>Assistant Secretary of Defense for Networks and Information Integration (disestablished Jan 2012)</td>
</tr>
<tr>
<td>CM</td>
<td>Cooperation management</td>
</tr>
<tr>
<td>CONOPS</td>
<td>Concept of Operations</td>
</tr>
<tr>
<td>CPAR</td>
<td>Contractor Performance Assessment Report</td>
</tr>
<tr>
<td>DoD</td>
<td>Department of Defense</td>
</tr>
<tr>
<td>DoDI</td>
<td>Department of Defense Instruction</td>
</tr>
<tr>
<td>FAM</td>
<td>Fuzzy Associative Memory</td>
</tr>
<tr>
<td>FY</td>
<td>Fiscal Year</td>
</tr>
<tr>
<td>GA</td>
<td>Genetic Algorithm</td>
</tr>
<tr>
<td>ISR</td>
<td>Intelligence, Surveillance and Reconnaissance</td>
</tr>
<tr>
<td>KPP</td>
<td>Key Performance Parameter</td>
</tr>
<tr>
<td>MS</td>
<td>Master of Science</td>
</tr>
<tr>
<td>MTPs</td>
<td>Methods, Tools and Processes</td>
</tr>
<tr>
<td>NDIA</td>
<td>National Defense Industrial Association</td>
</tr>
<tr>
<td>OPC</td>
<td>Own Process Control</td>
</tr>
<tr>
<td>RDT&amp;E</td>
<td>Research, Development, Test and Evaluation</td>
</tr>
<tr>
<td>RT</td>
<td>Research Task</td>
</tr>
<tr>
<td>SE</td>
<td>Systems Engineering</td>
</tr>
<tr>
<td>SERC</td>
<td>Systems Engineering Research Center</td>
</tr>
<tr>
<td>SoS</td>
<td>System of Systems</td>
</tr>
<tr>
<td>SPO</td>
<td>System Program Office</td>
</tr>
<tr>
<td>US</td>
<td>United States</td>
</tr>
</tbody>
</table>
APPENDIX B FUZZY ASSOCIATIVE MEMORY

Figure 19. MATLAB Fuzzy Toolbox.

Figure 20. Membership functions (same for all input attributes)
The scaling of “goodness,” also termed the “universe of discourse,” is between 1 = Unacceptable and 4 = Exceeds for plotting purposes within the MATLAB Fuzzy Toolbox.
<table>
<thead>
<tr>
<th>P</th>
<th>A</th>
<th>F</th>
<th>R</th>
<th>50S</th>
<th>P</th>
<th>A</th>
<th>F</th>
<th>R</th>
<th>50S</th>
<th>P</th>
<th>A</th>
<th>F</th>
<th>R</th>
<th>50S</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>A</td>
<td>F</td>
<td>R</td>
<td>SoS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>-----</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
**Blue (Exceptional).** Performance meets contractual requirements and exceeds many to the Government’s benefit. The contractual performance of the element or sub-element being evaluated was accomplished with few minor problems for which corrective actions were highly effective.

**Gold (Very Good).** Performance meets contractual requirements and exceeds some to the Government’s benefit. The contractual performance of the element or sub-element being evaluated was accomplished with some minor problems for which corrective actions were effective.

**Green (Satisfactory).** Performance meets contractual requirements. The contractual performance of the element or sub-element being evaluated was accomplished with some minor problems for which corrective actions were satisfactory.

**Yellow (Marginal).** Performance barely meets contractual requirements. The contractual performance of the element or sub-element being evaluated reflects a serious problem for which corrective actions have not yet been identified, appear only marginally effective or were not fully implemented.

**Red (Unsatisfactory).** Performance did not meet some contractual requirement and recovery is not likely in a timely manner. The contractual performance of the element or sub-element being evaluated reflects serious problem(s) for which corrective actions were ineffective.

NOTE 1: Upward or downward arrows may be used to indicate an improving or worsening trend insufficient to change the assessment status.
NOTE 2: An asterisk may be used to indicate significant benefits or detriments.
NOTE 3: N/A means not applicable.

**Figure A1.1. CPAR Evaluation Colors.**

*Figure 23. Example CPAR evaluation gradations (Department of the Navy, 1997)*
APPENDIX C WAVE MODEL DEFINITIONS

- System – a system is one of the individual entities (systems) that comprise the overall System of Systems (SoS)
- SoS – the SoS is the overarching entity that is comprised of the individual systems and their interactions. “A set or arrangement of systems that results when independent and useful systems are integrated into a larger system that delivers unique capabilities”.
  - Directed Type of SoS – is type of SoS where the individual systems are subordinated to the SoS. This type of SoS has SoS objectives, management, funding, and authority. This type of SoS exhibits the highest influence on the individual systems.
  - Acknowledged Type of SoS – is a type of SoS where the individual systems retain their own management, funding, and authority in parallel with the SoS development. This type of SoS has SoS objectives, management, funding, and authority but does not exhibit as much influence over the individual systems as does the directed type of SoS. (Dahmann, Rebovich, Lane, Lowry, & Baldwin, 2011)
  - Collaborative Type of SoS – is a type of SoS where the individual systems “voluntarily work together to address shared or common interest” (NDIA, 11 October 2011). This type of SoS does not have any top down objectives, management, authority, or funding. This type of SoS must depend on the good-will of each individual system to support SoS common goals. The SoS basically gets whatever the individual systems provide.
  - Virtual Type of SoS – is a type of SoS similar to the collaborative SoS, but the individual systems are not aware of each other (NDIA, 11 October 2011). This type of SoS has the least amount of influence over the individual systems and must accept whatever the individual systems provide.
- SoS Domain – is a specific area in which the SoS exits and whose objectives are specific to that domain.
  - SoS Mission Domain – is a set of individual systems “working together to provide a broader capability or mission” (NDIA, 11 October 2011). The SoS objectives are focused on a specific mission.
  - SoS Platform Domain – is a “military platform (e.g. ship, aircraft, satellite, ground vehicle) equipped with additional independent systems (e.g. sensor, weapons, communication) needed to meet platform objectives” (NDIA, 11 October 2011). In this case, the SoS objectives are specific to the platform.
  - SoS IT-Based Domain – is a set of systems that are networked to provide information “to support operations within or across platforms or systems to meet mission or platform objectives” (NDIA, 11 October 2011). The objectives of this domain are on the information passing across the individual systems.
- Capability (Capability Objectives) – a capability is a functionality of an individual system or SoS. It can be high level as in a SoS or more detailed functionality as in an individual system.
- Performance – performance defines and quantifies how well SoS or individual system must accomplish a particular capability.
- Mission Plan – a mission plan is the big picture that a set of capability objectives supports. It is a function of capabilities and associated performance.
• Wave – a wave (or “bus-stop”) is a development approach where the capabilities of the individual systems are incorporated into the larger SoS on a periodic basis similar to the way that waves periodically flow on the shore or the way a bus periodically stops at a bus-stop. For each capability, the individual system decides which SoS wave will receive this capability. If an individual system cannot provide a capability for a specific wave, then the SoS and the individual system can evaluate the risk of missing a wave. In the SoS, there are certain time-based delivery points and the individual systems target their deliveries for these points (Dahmann, Rebovich, Lane, Lowry, & Baldwin, 2011). Figure 1 shows the first wave in a wave model development approach.

• Epoch – the time from one wave to the next. The period of time between each capability delivered to the SoS from an individual system. It is a Wave interval.

• Environment – outside the scope of the SoS (add definition); context of the SoS
  - National Priority – a national priority is something that is of utmost importance to the nation as a whole. There could be multiple national priorities and they could affect each other and even be in the opposite direction of effect thus cancelling each other out.
  - Threat Assessment – a threat assessment is a decision that a specific entity can negatively impact the security of the nation. This negative impact could be in the form of loss of life, loss of property, or loss of sensitive information. There could be multiple threat assessments which could impact each other and other agents in the model.
  - Changes in SoS funding

• System fitness – Fitness of a system is an objective function used to evaluate how close a given system alternative is to achieving the SoS mission

• System motivation – System motivation is the intent of an individual system which can exhibit tendencies anywhere on a spectrum of sociological attitudes ranging from
  - Hostile intentions can be exhibited toward specific individuals or toward the collective. This translates into a SoS participant actively seeking retribution against another participant or seeking to disturb the functionality of the SoS.
  - Selfish individuals pursue the most efficient realization of their goals without regard for their impact on others
  - Utopian participants are those who place the operation of the collective SoS ahead of their individual goals

• Cooperation – Individual system agrees to be part of the SoS by providing certain capabilities and associated performance values.

• System’s willingness to cooperate – System’s willingness to cooperate is a variable which measures the degree of willingness of the individual system to be part of the SoS.

• System’s ability to cooperate – System’s ability to cooperate is a variable which depends on system resources (i.e., funding) that will allow the individual system to be part of the SoS.

• Funding – Percentage of discretionary funding available for implementing the SoS.